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1. Discussion

In Release 15, SA2 made an assumption that in any (home or visited) PLMN it is always possible to select an AMF that can serve any combination of S-NSSAIs for an Allowed NSSAI. However, it’s impossible in actual deployment, especially some network slices may have strict isolation requirement which means the AMF can’t be shared with other network slices that serve the UE. In the case of a user’s network slices can’t co-exist, CN need to decide which set of slices could and could not be accessed currently according to relative priorities among services and related polices (e.g. regulatory restriction, inter-PLMN agreements etc.).  

	Observation1: In the case of a user’s network slices can’t be co-exist, CN need to decide which set of slices could and could not be accessed currently according to relative priorities among services and related policies. However, such kind of mechanisms are not available in Rel-15 network slicing support.


RAN2 has announced that gNB should support hundreds of network slices. Due to the limited processing capacity in RAN, it would be challenging for RAN to support all the network slices at the same time, and it would be difficult for RAN to manage the real-time operation among  all potential network slices without additional intelligence. From operator’s perspective, additional intelligence such as service priority, user priority or frequency priority could be used for the radio resource management and scheduling in RAN. However, in the present specification, RAN lack a mechanism based on network slice granularity in radio resource management and scheduling.

	Observation2: It would be difficult for RAN to manage the real-time operation among all potential network slices without additional intelligence From operator’s perspective, additional intelligence such as service priority, user priority or frequency priority corresponding to the network slice could be used for the radio resource management and scheduling in RAN


Based on the observations above, we proposed to introduce some form of network slice priority in CN and RAN. On the one hand, CN can leverage the slice priority to assist to address slice coexistence problem (e.g. base on slicing priority to access some slices selectively and give up other slices). On the other hand, by using slice priority, gNB could allocate and schedule the radio resource to the corresponding network slice (e.g. network slice for power grid or police network system), to provide differentiated handling for each different network slice.
The mechanism and the design of network slice priority can be discussed further: for example, the priority information could be included in the NSSAI by adding a field or setting up a mapping stable of the network slice identification and priority in the node.

Though network slice priority may be implemented by vendor's private mechanism, considering network slice providing end to end service, it is suggested to share a common definition of network slice priority in CN and RAN. 

Conclusion：We proposed to introduce network slice priority in CN and RAN which could assist the slice coexistence probelm in CN and providing differentiated handling for different network slice in RAN. It is suggested to share a common definition of network slice priority in CN and RAN.
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5.1
Key Issue#1: Mutually exclusive access to Network Slices
5.1.1
Description

Several scenarios addressing access control to mutually exclusive Network Slices have been identified, i.e. due to deployment, regulation or per SLA, some UEs may be restricted from using two services (S-NSSAIs) simultaneously.

Such scenarios can include (but not limited to):

-
by internal regulation (of the subscriber, of the employer, of the operator, etc): for example, it might be forbidden for a UE to access "regular" services and "specific" services, e.g. a UE used by a government officer might be restricted to be either in "off-duty" (regular) or "on-duty" (specific) mode. It is forbidden by regulation for the UE to access simultaneously the off-duty services and the on-duty services.

-
by network capability: for example, a factory device may have two modes of operations: "maintenance mode" (used to perform updates, e.g. blueprints upload, check the status of the devices, monitoring and maintenance, etc) and a "ultra-low latency factory mode", where the device receives URLLC commands to perform its duty. In that case, the AMF instance used for the URLLC factory slice may be tailored specifically to that duty, and not be able to support other services such as file database access, etc. In that case, the device may have to select either mode and not connect to both simultaneously.
To address the above mentioned scenarios this key issue will:

1)
Identify whether existing Release 15 System procedures are able to allow access control to mutually exclusive Network Slices.

2)
Identify whether improvements to existing Release 15 System procedures are needed when controlling the access to mutually exclusive Network Slices, including aspects of both UE and network.

To achieve those results this key issue will answer (not limited to) the following questions:

-
Which information is used to support mutually exclusive access to Network Slices in the UE and/or in the network? 

· How to support the UE to select the particular network slice(s) that can serve the UE simultaneously? 
-
How the above information is used to support mutually exclusive access to Network Slices both in the non-roaming and in the roaming case?

-
In roaming cases, how the solutions would work when the Serving PLMN supports mutually exclusive Network Slices, whereas the HPLMN does not (and vice versa)?
-
Which network functions are involved in determining/providing the above information, and how?

-
Should the above information be pre-configured in the UE or dynamically handled by the network for the UE?

-
How can mutually exclusive access to Network Slices be enforced by the network?

-
What are the System impacts, if any, to existing Release 15 procedures to enable the network to control simultaneous access from a UE to different Network Slices?

-
How to ensure that introduction of support for mutually exclusive Network Slices does not disrupt the normal operation of Release 15 UEs?
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